Frequency domain analysis of errors in cross-correlations of ambient seismic noise
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SUMMARY
We analyse random errors (variances) in cross-correlations of ambient seismic noise in the frequency domain, which differ from previous time domain methods. Extending previous theoretical results on ensemble averaged cross-spectrum, we estimate confidence interval of stacked cross-spectrum of finite amount of data at each frequency using non-overlapping windows with fixed length. The extended theory also connects amplitude and phase variances with the variance of each complex spectrum value. Analysis of synthetic stationary ambient noise is used to estimate the confidence interval of stacked cross-spectrum obtained with different length of noise data corresponding to different number of evenly spaced windows of the same duration. This method allows estimating Signal/Noise Ratio (SNR) of noise cross-correlation in the frequency domain, without specifying filter bandwidth or signal/noise windows that are needed for time domain SNR estimations. Based on synthetic ambient noise data, we also compare the probability distributions, causal part amplitude and SNR of stacked cross-spectrum function using one-bit normalization or pre-whitening with those obtained without these pre-processing steps. Natural continuous noise records contain both ambient noise and small earthquakes that are inseparable from the noise with the existing pre-processing steps. Using probability distributions of random cross-spectrum values based on the theoretical results provides an effective way to exclude such small earthquakes, and additional data segments (outliers) contaminated by signals of different statistics (e.g. rain, cultural noise), from continuous noise waveforms. This technique is applied to constrain values and uncertainties of amplitude and phase velocity of stacked noise cross-spectrum at different frequencies, using data from southern California at both regional scale (∼35 km) and dense linear array (∼20 m) across the plate-boundary faults. A block bootstrap resampling method is used to account for temporal correlation of noise cross-spectrum at low frequencies (0.05–0.2 Hz) near the ocean microseismic peaks.
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1 INTRODUCTION

Extracting empirical Green’s function between multiple pairs of stations from ambient seismic noise cross-correlation has been widely applied in various regions and scales (e.g. Shapiro & Campillo 2004; Sabra et al. 2005a; Bensen et al. 2007; Lin et al. 2008; Hillers et al. 2014). Aki (1957) proposed that seismic properties of the subsurface material can be obtained from the ensemble-averaged cross-spectra of data at two different locations sampling a stochastic wave field. An empirical Green’s function can be derived from the expected cross-correlation of fully diffused stationary noise wavefield (e.g. Lobkis & Weaver 2001; Roux et al. 2005; Sánchez-Sesma & Campillo 2006; Gouédard et al. 2008). In practice, the ambient noise field may not be fully diffuse at certain frequency ranges (e.g. Sens-Schönfelder et al. 2015; Liu & Ben-Zion 2016) due to imperfectly scattered ocean microseismic noise or other effects. A non-diffuse ambient noise field may produce biased empirical Green’s function estimated from cross-correlations (Liu & Ben-Zion 2016). Furthermore, the distribution of ambient seismic noise sources
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can be non-isotropic (e.g. Campillo 2006; Weaver et al. 2009; Tsai 2011), which can also bias empirical Green’s function estimates. Despite those complications, ambient noise correlations have been applied in numerous studies of phase/group velocity tomography (Shapiro et al. 2005; Lin et al. 2008; Zigone et al. 2015), attenuation coefficient/site factor estimation (Prieto et al. 2009; Lin et al. 2012; Liu et al. 2015), and body wave phases retrieval (e.g. Poli et al. 2012; Lin & Tsai 2013). Noise correlations were also used to analyse temporal changes of seismic velocities (e.g. Sens-Schönfelder & Wegler 2006; Brenguier et al. 2008; Brenguier et al. 2014; Hillers et al. 2015).

The early work on convergence rate of diffused wavefield cross-correlation primarily focused on the variance of time domain noise cross-correlation. Snieder (2004) derived the time domain variance expression for isotropically distributed scatterers (sources) embedded in homogenous media. The time domain cross-correlation variance is proportional to the product of two autocorrelation functions from two stations at zero lag time divided by the time-bandwidth product. Weaver & Lobkis (2005) derived variance expression that decays like 1/(recording time) for open systems based on modal expansion of diffused wavefield. Sabra et al. (2005a) generalized the variance expression to heterogeneous media and coloured noise spectra assuming isotropic noise source distribution and stationary process. They estimated variance by windowing the coda of cross-correlation where the empirical Green’s function equals zero. Based on the definition of variance for cross-correlation, the Signal/Noise Ratio (SNR) of narrow-band filtered cross-correlation can be conveniently defined as the ratio of peak amplitude of wave packet envelope over the square root of variance (e.g. Sabra et al. 2005b; Lin et al. 2008; Poli et al. 2013; Zigone et al. 2015). The square root of variance of coda noise is simply the Root Mean Square (RMS) of the same noise segment. These methods use only information from the stacked/averaged cross-correlation functions, and they do not consider temporal correlation structure and non-stationarity in the noise recordings. In this study we use more information and propose a practical approach for computing averaged cross-spectra and estimating random errors (variances) with validations from block bootstrap resampling.

In Section 2, we develop a probabilistic description of stacked (averaged) cross-spectrum based on assumptions on Gaussian noise model, stationary noise random process and N independent, identically distributed (i.i.d) random cross-spectrum observations. These can be approximated from N evenly spaced time windows extracted from ambient noise data. The variance of stacked cross-spectrum is found to be equal to the product of power spectrum values of two stations at the same frequency divided by the number of observations N (Section 2.1), which is linked to the time domain variance expression mentioned above. The random errors in phase and causal (or anti-causal) amplitude based on standard errors of complex stacked cross-spectrum are derived in Section 2.2. Equations necessary for practical data processing based on this method are also given in Section 2.2. The remaining theoretical sections may be useful for future work. The SNR for narrowband Gaussian filtered cross-correlation is estimated in time domain and linked to the variance and mean of stacked cross-spectrum (Section 2.3). The mean and variance estimations for piecewise stationary ambient noise records are given in Section 2.4.

In Section 3, we simulate synthetic noise data at two stations and study the distribution and statistics of stacked cross-spectrum at each frequency computed from numerous non-overlapping windows. The modified random cross-spectrum distributions and causal amplitude spectral decay curves based on two widely used pre-processing techniques, one-bit normalization and pre-whitening, are compared to those associated with unprocessed data. Synthetic data are also used to study phase and amplitude errors as well as the convergence images of SNR. In Section 4, similar error analysis procedures are applied to three regional stations (~35 km spacing) of the Southern California regional network crossing the San Andreas Fault. The histogram of real cross-spectrum observations at each frequency contains outliers that should be removed. After removing outliers, we find SNR convergence images containing peaks and troughs at different frequencies. Block bootstrap method is applied to the same dataset as an independent way of estimating the empirical confidence intervals of stacked cross-spectrum compared with the results based on standard error of stacked cross-spectrum. The results suggest that temporal correlations of cross-spectrum observations among different windows increase the variance of stacked cross-spectrum (between 0.05 and 0.2 Hz). In Section 5, we analyse the errors in high frequency noise recorded by densely spaced (~20 m) arrays that cross the San Jacinto Fault Zone. Removing the outliers increases the SNR, which improves both the amplitude and phase velocity estimations. Implications of the results and prospects for future work are discussed in Section 6.

2 THEORY

We consider ambient noise wave field at two stations a and b. The random wave field \(d_j(\omega)\) at each station \(j (j = a \text{ or } b)\) can be expressed as the sum of correlated noise \(u_j(\omega)\), which stands out through cross-correlation, and uncorrelated noise \(v_j(\omega)\), which cancels out after cross-correlation, \(d_j(\omega) = u_j(\omega) + v_j(\omega)\). Assuming the correlated noise field at different sites have common noise sources, the correlated noise spectrum of station \(j\) at angular frequency \(\omega\) is written as a sum of contributions from numerous noise sources \(s_j(\omega)\), which include scatterers (discrete version of eq. 1 in Liu & Ben-Zion 2013),

\[
u_j(\omega) = A_j(\omega) \sum_k \frac{1}{\Delta_{jk}} \exp \left(-\frac{i\omega\Delta_{jk}}{c(\omega)}\right) s_k(\omega),
\]

where \(\Delta_{jk}\) represents distance from noise source \(k\) to station \(j\). The inverse complex phase velocity is defined as \(1/c(\omega) = (1 - \text{sgn}(\omega)/2Q(\omega))/c(\omega)\) where \(Q\) is the spatially varying (heterogeneous) attenuation quality factor and \(c(\omega)\) is the real phase velocity. \(A_j(\omega)\) represents the site amplification factor for station \(j\).

The noise sources \(s_j(\omega)\) are assumed to be circular Gaussian random variables that are mutually uncorrelated such that \(E[s_j^*(\omega)s_k(\omega)] = B_{jk}(\omega)\delta_{jk}\), where \(B_{jk}(\omega)\) is the spectral density of \(j\)th noise source and \(\delta_{jk}\) is the Kronecker delta. Other factors in eq. (1) depending on frequency \(\omega\) can be absorbed in the spectral density term \(B_{jk}(\omega)\) for simplicity. The noise sources distribution can be non-isotropic. The noise sources are...
assumed stationary and wave components at different frequencies are not correlated (Liu & Ben-Zion 2016). As a result of the summation in eq. (1), the correlated noise spectrum \( u_i(\omega) \) is a Gaussian random variable. The uncorrelated noise spectrum is also assumed circular Gaussian random variable and satisfies \( E[u_i^* (\omega) u_i(\omega)] = 0 \) and \( E[u_i^* (\omega) v_i(\omega)] = V_i(\omega) \delta_{kl} \), where \( V_i(\omega) \) is the spectral density of uncorrelated noise at station \( l \).

### 2.1 Stacked (averaged) cross-spectrum and its mean and variance

In frequency domain, the cross-correlation operation can be expressed as multiplication of the spectrums at two stations. In realistic cases, there are only finite lengths of noise recordings available. Here we assume i.i.d spectrum observations (random variables) at the same frequency, and denote the \( n \)th observation of random spectrum on station \( j \) as \( d_n^j(\omega) \). The cross-spectrum between stations \( a \) and \( b \) from the \( n \)th observation is \( d_n^a(\omega) d_n^b(\omega) \). Then the average of \( N \) observed i.i.d cross-spectrum values between stations \( a \) and \( b \) can be formulated as

\[
R_{ab}^N (\omega) = \frac{1}{N} \sum_{n=1}^{N} d_n^a(\omega) d_n^b(\omega).
\]

The expectation of the averaged cross-spectrum is

\[
E [R_{ab}^N (\omega)] = \frac{1}{N} \sum_{n=1}^{N} E [d_n^a(\omega) d_n^b(\omega)] = \frac{1}{N} \sum_{n=1}^{N} E [u_n^a(\omega) u_n^b(\omega)] = C_{ab} (\omega)
\]

where \( C_{ab} (\omega) \) is the expected cross-spectrum (ensemble average) of correlated noise recordings from two stations \( a \) and \( b \) (e.g. Weaver et al. 2009; Liu & Ben-Zion 2013; Liu et al. 2015). The uncorrelated noise terms \( v_n(\omega) \) and \( v_b(\omega) \) cancel out.

The stacked (averaged) cross-spectrum \( R_{ab}^N (\omega) \) is a complex random variable that approaches a Gaussian distribution for a large number of observations \( N \) according to the Central Limit Theorem of probability. The variance of \( R_{ab}^N (\omega) \) is (Appendix A),

\[
\text{Var} [R_{ab}^N (\omega)] = \frac{1}{N} E [d_n^a(\omega) d_n^a(\omega) E [d_n^b(\omega) d_n^b(\omega)] = \frac{1}{N} A_{aa} (\omega) A_{bb} (\omega)
\]

where \( A_{aa}(\omega) \) and \( A_{bb}(\omega) \) are expected (ensemble-averaged) power spectrum functions for stations \( a \) and \( b \), respectively. This expression is related to the time domain variance expression (e.g. Sabra et al. 2005a), which is also proportional to the product of two autocorrelation functions divided by length of recording \( T \) (\( T \) is related to number of observations \( N \); explained in the numerical simulation Section 3 using \( N \) windows).

The pseudo-variance of the stacked cross-spectrum is (Appendix A),

\[
p\text{Var} [R_{ab}^N (\omega)] = \frac{1}{N} E [d_n^a(\omega) d_n^a(\omega) E [d_n^b(\omega) d_n^b(\omega)] = \frac{1}{N} C_{ab} (\omega) C_{ab} (\omega)
\]

which is generally not zero. A non-zero pseudo-variance indicates that the complex random variable \( R_{ab}^N (\omega) \) is not circular (Ollila 2008) and therefore its real and imaginary parts are correlated (Appendix B).

### 2.2 Errors of amplitude and phase measurements

For \( N \) i.i.d cross-spectrum observations (from finite amount of noise data), the standard errors for both real and imaginary parts of the averaged cross-spectrum can be measured directly from the distributions of these cross-spectrum observations. The standard errors describe the uncertainties in the averaged cross-spectrum. The averaged cross-spectrum can be represented by a sum of its expected value \( C_{ab} \) and a zero-mean noise term \( n_{\text{c}}(\omega) \) which is a complex random variable,

\[
R_{ab}^N (\omega) = C_{ab} (\omega) + n_{\text{c}} (\omega) = C_{ab} (\omega) + n_R (\omega) + i n_I (\omega)
\]

where \( n_R(\omega) \) and \( n_I(\omega) \) are real and imaginary parts of the complex residual noise \( n_{\text{c}}(\omega) \), which has the same variance as the averaged cross-spectrum \( R_{ab}^N(\omega) \), and is related to both the correlated noise \( u_l \) and uncorrelated noise term \( v_l \). The noise term \( n_{\text{c}}(\omega) \) approaches zero for infinite number of i.i.d cross-spectrum realizations, which requires unlimited amount of data.

The expected cross-spectrum can be approximated with two wave packets on causal \((t > 0)\) and anti-causal \((t < 0)\) parts propagating in opposite directions with the same speed (simplified from eq. 1 of Liu et al. 2015),

\[
C_{ab} (\omega) = \alpha (\omega) \exp \left[ -i \frac{\omega x}{c (\omega)} + i \frac{\pi}{4} \right] + \beta (\omega) \exp \left[ i \frac{\omega x}{c (\omega)} - i \frac{\pi}{4} \right]
\]

where \( \alpha(\omega) \) and \( \beta(\omega) \) are two real amplitude terms including attenuation, site amplification and far-field noise source intensity for causal and anticausal parts, respectively. A phase shift of \( \pi/4 \) is equivalent to multiplying with \( \sqrt{i} \) which is due to the approximation of Bessel functions when the inter-station distance is greater than the wavelength (Liu et al. 2015). Phase shift due to imperfectly isotropic noise sources is not considered to simplify derivations. In eq. (7), the wave phase speed \( c(\omega) \) is assumed finite and greater than zero.
Substituting eq. (7) into eq. (6), we have the stacked cross-spectrum

$$ R_{\omega}^{\hat{R}}(\omega) = \left[ \alpha(\omega) + \beta(\omega) \right] \cos \left( \frac{\omega x}{c(\omega)} - \frac{\pi}{4} \right) + n_R(\omega) + i n_I(\omega) + i \left[ \beta(\omega) - \alpha(\omega) \right] \sin \left( \frac{\omega x}{c(\omega)} - \frac{\pi}{4} \right) $$

where the real and imaginary parts have $\beta(\omega) + \alpha(\omega)$ and $\beta(\omega) - \alpha(\omega)$ as their expected envelope functions, respectively. Hilbert transform can be used to separate the causal and the anti-causal parts because the analytic form of the averaged cross-spectra function is equivalent to isolating the causal part ($t > 0$) of the averaged cross-correlation. Applying frequency domain Hilbert transforms to the real and imaginary parts of the stacked cross-spectrum respectively, we get their analytic forms

$$ \hat{R}_{\omega}^{\hat{R}}(\omega) = \hat{C}_{ab,R}(\omega) + \tilde{n}_R(\omega) = \left[ \alpha(\omega) + \beta(\omega) \right] \exp \left( i \frac{\omega x}{c(\omega)} - i \frac{\pi}{4} \right) + \tilde{n}_R(\omega) $$

$$ \hat{R}_{\omega}^{\hat{I}}(\omega) = \hat{C}_{ab,I}(\omega) + \tilde{n}_I(\omega) = \left[ \beta(\omega) - \alpha(\omega) \right] \exp \left( -i \frac{\omega x}{c(\omega)} + i \frac{\pi}{4} \right) + \tilde{n}_I(\omega) $$

where $\hat{C}_{ab,R}(\omega)$ and $\hat{C}_{ab,I}(\omega)$ are analytic forms of the real and imaginary parts of the expected (mean) cross-spectrum, respectively. They are derived based on Bedrosian’s theorem (e.g. Boashash 1992) assuming the time domain representations of $\beta(\omega) \pm \alpha(\omega)$ are zero for $|t| \geq \min|x/c(\omega)|$ or the envelope of the real or imaginary part cross-spectrum is smoother than the cross-spectrum itself. The analytic form of either real or imaginary part of cross-spectrum is equivalent to multiplying its inverse Fourier transform by a step function (in time domain) and is used for obtaining the envelope. The analytic form of random noises for the real and imaginary parts are $\tilde{n}_R(\omega)$ and $\tilde{n}_I(\omega)$, respectively

$$ \tilde{n}_R(\omega) = n_R(\omega) + i Hn_R(\omega) $$

$$ \tilde{n}_I(\omega) = n_I(\omega) + i Hn_I(\omega) $$

where $Hn_R(\omega)$ and $Hn_I(\omega)$ are, respectively, the Hilbert transforms of $n_R(\omega)$ and $n_I(\omega)$. The Hilbert transforms $Hn_R(\omega)$ and $Hn_I(\omega)$ are uncorrelated with $n_R(\omega)$ and $n_I(\omega)$, respectively (Appendix C).

The wave packets for causal and anticausal parts of the cross-spectrum can be separated based on eq. (9),

$$ 2\hat{a}(\omega) \exp[i\hat{\phi}] = \hat{R}_{\omega}^{\hat{R}}(\omega) - i \hat{R}_{\omega}^{\hat{I}}(\omega) $$

$$ 2\hat{\beta}(\omega) \exp[i\hat{\phi}] = \hat{R}_{\omega}^{\hat{R}}(\omega) + i \hat{R}_{\omega}^{\hat{I}}(\omega) $$

From eq. (11) we can derive the mean values and uncertainties for the amplitude estimators $\hat{a}(\omega)$ and $\hat{\beta}(\omega)$ as well as the phase angle estimator $\hat{\phi} = o x / c(\omega) - \pi / 4$ based on the right hand side of eq. (11) consisting of Hilbert transforms of the real and imaginary parts of averaged cross-spectrum. The amplitude uncertainties for causal and anticausal parts are, respectively (Appendix B)

$$ \text{Var} [\hat{a}(\omega)] = \left[ \sigma_{\hat{a}}^2(\omega) + \sigma_{\tilde{a}}^2(\omega) / 2 \right] $$

$$ \text{Var} [\hat{\beta}(\omega)] = \left[ \sigma_{\hat{\beta}}^2(\omega) + \sigma_{\tilde{\beta}}^2(\omega) / 2 \right] $$

where $\sigma_{\hat{a}}^2(\omega) = \text{Var}[n_R(\omega)]$ and $\sigma_{\tilde{a}}^2(\omega) = \text{Var}[n_I(\omega)]$ are variances for the real and imaginary parts of stacked cross-spectrum, respectively. Eq. (12) suggests that the causal and anticausal parts have the same variance. The frequency domain SNR on causal or anti-causal part cross-spectrum can be conveniently defined as mean over square root of variance: $\hat{a}(\omega)/\sqrt{\text{Var}[\hat{a}(\omega) \pm \hat{\beta}(\omega)]}$.

The phase uncertainty can be derived based on error propagation in the nonlinear case (Appendix B),

$$ \sigma_{\hat{a}}^2(\omega) = \frac{\sigma_{\hat{a}}^2(\omega)}{[\hat{a}(\omega) + \hat{\beta}(\omega)]^2} $$

$$ \sigma_{\tilde{a}}^2(\omega) = \frac{\sigma_{\tilde{a}}^2(\omega)}{[\hat{a}(\omega) + \hat{\beta}(\omega)]^2} $$

$$ \sigma_{\hat{\beta}}^2(\omega) = \frac{\sigma_{\hat{\beta}}^2(\omega) + \sigma_{\tilde{\beta}}^2(\omega)}{[\hat{\beta}(\omega)]^2} $$

(13)

where $\sigma_{\hat{a}}^2(\omega), \sigma_{\tilde{a}}^2(\omega)$ and $\sigma_{\hat{\beta}}^2(\omega)$ are the variances for real part, causal part and anticausal part of cross-spectrum, respectively. Each variance term in eq. (13) can be understood as $1/\text{SNR}^2$ (variance/mean$^2$) of wave envelope of the corresponding analytic spectrum. Most studies derive phase and group velocities from the symmetric component (real part) of the cross-spectrum (e.g. Lin et al. 2008; Weaver et al. 2009), so the phase uncertainty derived for the real part cross-spectrum should be used in such cases.
2.3 SNR on narrow-band time domain cross-correlation

Assuming phase velocity \( c(\omega) \) and amplitude terms \( \alpha(\omega) \) and \( \beta(\omega) \) on causal and anticausal parts are constant in a narrow-band, the time domain analytic cross-correlation function of narrow-band filtered eq. (8) can be written as inverse Fourier Transform of the filtered spectrum,

\[
\tilde{R}_{ab}(t) = F^{-1}\{\hat{A}(\omega - \omega_0) R_{ab}^\omega(\omega)\} = F^{-1}\{\hat{A}(\omega - \omega_0)(C_{ab}(\omega) + n_c(\omega))\}
\]  

(14)

where the Gaussian filter is \( \hat{A}(\omega) = \exp(-a^2\omega^2) \) with \( a \) the filter width parameter and \( a > 0 \). Applying convolution theorem and assuming the unfiltered stacked cross-spectrum satisfy Hermitian symmetry, the time domain narrow-band analytic cross-correlation becomes,

\[
\tilde{R}_{ab}(t) = F^{-1}\{\hat{A}(\omega - \omega_0)\} \ast F^{-1}[C_{ab}(\omega) + n_c(\omega)]_{\omega_0}
\]

\[
= \exp(i\omega_0 t) A(t) \ast \left\{ \alpha(\omega_0) \delta\left(t - \frac{x}{c(\omega_0)}\right) \exp\left[i\frac{\pi}{4}\right] + \beta(\omega_0) \delta\left(t + \frac{x}{c(\omega_0)}\right) \exp\left[-i\frac{\pi}{4}\right] + n_c(t; \omega_0) \right\},
\]  

(15)

where \( A(t) = \exp(-t^2/(4a^2))/\sqrt{2\pi} \) is the inverse Fourier transform of the filter \( \hat{A}(\omega) \), and \( \ast \) denotes convolution in time domain. Eq. (15) indicates that the causal part peak amplitude of the analytic narrow-band filtered cross-correlation at frequency \( \omega_0 \) is equal to \( \alpha(\omega_0)/(2a\sqrt{\pi}) \), and similarly for the anti-causal part the peak amplitude is \( \beta(\omega_0)/(2a\sqrt{\pi}) \).

The RMS estimation of noise in the real time domain cross-correlation \( \text{Re}[\tilde{R}_{ab}(t)] \) is (Appendix D),

\[
\text{RMS}_{\text{R,TD}}(\omega_0) = \sqrt{\frac{1}{4a\sqrt{2\pi}}} \text{E}[n_c(\omega_0)n_c^\ast(\omega_0)] = \frac{1}{2 \sqrt{2\pi}} \sqrt{\frac{\sigma^2_c(\omega_0) + \sigma^2_c(\omega_0)}{a\sqrt{2\pi}}}
\]  

(16)

which is related to the filter width \( a \). The narrower the Gaussian filter bandwidth is, the larger \( a \) and consequently the smaller the RMS value become. The noise in the cross-correlation function is assumed stationary.

Based on eqs (15) and (16), the conventional SNR measurement in time domain on causal part can be related to (Appendix D),

\[
\text{SNR}_\alpha(\omega_0) = \sqrt{\frac{1}{2 \sqrt{\pi}} \frac{\alpha(\omega_0)}{\sigma^2_c(\omega_0) + \sigma^2_c(\omega_0)}}.
\]  

(17)

This suggests that the SNR measured from time domain narrow-band filtered cross-correlation depends on the filter width parameter \( a \), such that if one increases the filter width (decreases \( a \)), the SNR in time domain increases.

Theoretically, the time domain SNR is different from frequency domain SNR (defined below eq. 12) because it depends on the bandwidth of the narrowband Gaussian filter. In realistic cases, however, the noise in the cross-correlation function is not stationary and the RMS noise estimation is less than in eq. (16). The RMS noise value also depends on the length/position of the noise window, the tail of the Gaussian filter in time domain and the finite length of the cross-correlation.

2.4 Stacking of piecewise stationary cross-spectrum

The actual seismic noise data are not stationary and the noise records during different time periods can have different mean and variance values. Assuming that the noise recording within a fixed length of time (day/month/etc., for simplicity we use ‘day’ in the following) is stationary, the mean and variance for either real or imaginary part cross-spectrum \( X_j \) at a single frequency \( \omega \) of \( j \)th day are,

\[
\begin{align*}
\bar{m}_j &= \text{E}[X_j] \\
\sigma_j^2 &= \text{Var}[X_j].
\end{align*}
\]

(18)

They can be estimated from the sample mean and variance of observations at the same frequency and day. If each day can be divided into \( M \) non-overlapping and uncorrelated time windows, the average cross-spectrum of \( M \) i.i.d observations and the standard error from \( j \)th day is, respectively,

\[
\begin{align*}
\bar{X}_j &= \frac{1}{M} \sum_{k=1}^{M} X_j(t_k) = m_j \\
\sigma^2_{j,\text{std}} &= \frac{1}{M} \text{Var}[X_j] = \frac{1}{M} \sigma_j^2
\end{align*}
\]

(19)

where \( t_k \) is the time of the \( k \)th time window in a day.

Let \( X_S \) be the averaged stack of \( N \) days of cross-spectrum,

\[
X_S = \frac{1}{N} \sum_{j=1}^{N} \bar{X}_j.
\]

(20)
Error analysis for cross-spectrum

Then the mean and variance of \( X_S \) are, respectively

\[
\begin{align*}
\mu_S &= \frac{1}{N} \sum_{j=1}^{N} m_j \\
\sigma_S^2 &= \frac{1}{NM} \left( \sum_{j=1}^{N} \sigma_j^2 \right) = \frac{1}{NM} \bar{\sigma}^2.
\end{align*}
\]

(21)

where \( \bar{\sigma}^2 = \frac{1}{N} \sum_{j=1}^{N} \sigma_j^2/N \) is the average variance of \( N \) different days and \( NM \) is the total number of windows in \( N \) days. The mean value of the stacked cross-spectrum of \( N \) days is the average of \( N \) daily mean values, and the stacked variance is the \( N \)-day averaged data variance \( \bar{\sigma}^2 \) divided by total number of observations \( NM \). There are two ways to reduce the variance of stacked cross-spectrum \( X_S \); (1) increase the total number of observations \( NM \) or (2) remove or rescale the daily segments of very large or small variances in order to minimize \( \bar{\sigma}^2 \) relative to the absolute value of the mean \( \mu_j \).

3 NUMERICAL SIMULATIONS

We perform numerical simulations of finite-length (25 d) stationary random noise records at two stations (Fig. 1a) and compute stacked (averaged) cross-spectrum of the two stations. The standard errors of the real and imaginary parts of each stacked cross-spectrum value are computed and the errors on amplitude and phase are estimated based on the stacked cross-spectrum variances.
The synthetic ambient noise records are computed using eq. (1) with added uncorrelated noise. The percentage of uncorrelated noise increases with frequency following $1 - \exp(-0.35\omega)$, which is exaggerated compared with the realistic case to illustrate how the uncorrelated noise increase the variance by increasing the power spectrum. The assumed inter-station distance is 50 km and the attenuation $Q$ value between the two stations is 30, which is typical for regional fault zone environments (Liu et al. 2015). The noise spectrum is computed by summing over 20 000 random noise sources that are $8^\circ$ away from the centre of the two stations and are assumed i.i.d stationary Gaussian random processes. The inverse Fourier Transform of the noise cross-spectra produces the corresponding ambient noise in time domain with equal number of data points. The Nyquist frequency is 1 Hz.

The cross-correlation can be obtained by directly cross-correlating the continuous noise records of 25 d at the two stations since the synthetic noise data are stationary with no other signals (e.g. earthquakes) included in realistic continuous waveform recordings. However, we adopt an alternative method consistent with our theoretical results on stacked cross-spectrum with variance estimation. The continuous noise data on each station are divided by evenly spaced windows with length of 100 s and gap of 20 s between windows (Fig. 1b). The gap of 20 s is sufficient to ensure that the cross-spectra observations computed from any two windows are independent for frequencies above 0.1 Hz. As a first test of the synthetic data and their connections with the theoretical variances, we select 5-d long noise data with 3600 non-overlapping windows, which produce 3600 independent observations of random cross-spectra curves (Fig. 1c). The stacked cross-spectra of the 3600 independent cross-spectra curves are shown in Fig. (1d) with error bars for real and imaginary parts. The standard errors for the real and imaginary parts at the same frequency are very similar but the amplitude of the real part is much higher than that on the imaginary part due to the isotopic noise source distribution. The real part and joint real-imaginary parts histograms of all observations of cross-spectrum at 0.14 Hz are shown in Fig. (1e). The real part cross-spectrum histogram has sample mean of 2.26e-5, which is well constrained because it is 10 times more than its standard error 1.92e-6. The stacked cross-correlation function of the 5-d (3600 windows) data is shown in Fig. (1f).

The phase random error (Fig. 2a) can be derived from eq. (13) using standard errors from the stacked cross-spectrum variances. The phase error is inversely proportional to the square of the SNR so it’s larger when SNR gets lower. The phase error should be smaller than $\pi/4$, otherwise it may cause phase unwrapping ambiguities for traveltime and phase velocity estimates. Assuming the phase error is much smaller than $\pi$, the error in traveltime can be conveniently derived from the linear relation $dt = \omega d\phi$ (Fig. 2b) and can be used for tomography based on traveltime measurements on surface waves (e.g. Lin et al. 2009). In addition, assuming that the ray path is straight, phase velocity random errors (Figs 2c and d) can be derived from $dc = -c^2 d\phi/ox$ and phase velocity can be derived based on eq. (7) in frequency domain or as in Lin et al. (2008) in time domain. Phase velocity random errors can potentially be used for tomography based on straight ray path approximation and monitoring temporal velocity changes at different frequencies.

The effects of several commonly used pre-processing steps on distributions of cross-spectrum observations and amplitude of stacked cross-spectrum are evaluated using the 25-d long noise data with 18 000 windows. Figs 3(a)–(c) show results for no pre-processing, one-bit normalization and pre-whitening, respectively. The top panels contain the joint distributions of the real and imaginary parts of cross-spectrum...
Error analysis for cross-spectrum

The bottom panels show the causal part of stacked cross-spectra amplitude decay curves computed from first line of eq. (11) with the different pre-processing steps previously mentioned. These results suggest that both one-bit and pre-whitening modify the distribution of cross-spectrum observations and produce larger random errors relative to their corresponding amplitude mean values. Moreover, the pre-whitening step also normalizes the absolute square of each observed cross-spectrum value to one (Fig. 3c).

\[
R_{\text{whiten}}^N(\omega) = \frac{1}{N} \sum_{n=1}^{N} \frac{|d_n^a(\omega) d_n^b(\omega)|}{d_n^a(\omega) d_n^b(\omega)}
\]

(22)

Therefore, the joint distribution of real and imaginary parts with pre-whitening is non-zero only on the unit circle in the complex plane. The pre-whitening step significantly modifies the amplitude decay curve (Fig. 3f) and does not allow for accurate amplitude estimations.

The SNR of time domain narrowband cross-correlation (Fig. 4a) is defined like in theory Section 2.3 as the ratio between the peak of wave packet envelope over the RMS estimation of coda noise. The narrow-band Gaussian filter width is \( a = 28.29 \) and the noise window is selected between 50 and 100 s. The frequency domain SNR for causal part amplitude cross-spectrum (Fig. 4b) is defined below eq. (12) as the ratio of causal amplitude over square root of variance. Both time and frequency domain SNR plots show that higher SNR are obtained when more observations (windows) are used for each frequency. For a fixed number of observations, the SNR also decreases as the frequency increases because of the increasing high-frequency uncorrelated noise, relative to correlated noise, added in the forward noise synthetics.

Higher percentage of uncorrelated noise in the ambient noise recordings results in larger power spectrum values relative to correlated noise power and consequently slower convergence rate according to eq. (4). The time domain SNR is unstable and fluctuates with increasing trend as the number of observations increases while the frequency domain SNR increases steadily with more observations (Figs 4a and b). Moreover, the time domain SNR depends on the width of the Gaussian filter and the definition of coda noise window, which make it non-unique. For comparison, the frequency domain SNR is more stable and is a unique statistical estimation for each discrete frequency value. The time domain cross-correlations of 25 d (18 000 windows) are shown in Figs 4(c) and (d) for one-bit normalization and pre-whitening, respectively. The frequency domain SNR with one-bit normalization (Fig. 4e) or pre-whitening (Fig. 4f) shows similar trend of increasing SNR with more observations, however, the maximum SNR values (14.5 for one bit and 15 for pre-whitening) are much lower than in the case without pre-processing (Fig. 4b, maximum SNR is 18) because of the nonlinear nature of the one-bit or pre-whitening pre-processing steps.

4 APPLICATION TO REGIONAL NETWORK STATIONS

To illustrate the utility of the theoretical results, we use data recorded by three stations CHF, SBB2 and LMR2 selected from the regional CI seismic network in Southern California (Fig. 5a). After removing instrument response, the continuous vertical component recordings for 250 d in the year 2014 (days 50–300) are divided into 4-hour long segments. Segments dominated by significant earthquakes are removed.
Figure 4. Causal part SNR convergence images for 25 d/18 000 windows noise data. (a) and (b) are SNR convergence images of causal part cross-correlation amplitude estimated in time and frequency domains, respectively. SNR is defined as amplitude divided by corresponding square-root of variance. (c) and (d) are stacked cross-correlations from 18 000 windows (observations) for one-bit normalization and pre-whitening, respectively. (e) Frequency domain SNR convergence image of causal part cross-correlation amplitude with one-bit normalization. (f) Frequency domain SNR convergence image of causal part cross-correlation amplitude with pre-whitening.

and any spikes more than 4 times the standard deviation of the noise segment are clipped to minimize the effects of smaller earthquakes (Poli et al. 2013; Zigone et al. 2015). Neither one-bit normalization nor pre-whitening is applied in the pre-processing step to preserve the original amplitude information. A band pass filter is applied between 0.05 and 0.6 Hz. The cross-correlation functions of raw 250-d stack for the three station pairs are shown in Fig. 5(b).

The analysis of random errors primarily focuses on the station pair CHF-SBB2. As in the numerical simulations, the non-overlapping window length is 100 s with gap of 20 s between windows (see sketch in Fig. 1b). The 250-d data are equivalent to 162 250 windows (observations) after earthquake segment removal. The histogram of the real part cross-spectrum at 0.24 Hz is shown in Fig. 6(a) and suggests the existence of many outlier signals with different statistics creating the long tails of the histogram. The observations outside of three Median Absolute Deviation (MAD) are assumed to be outliers and removed. After outlier removal, the new distribution of 154 137 remaining observations of real part cross-spectrum at the same frequency has larger ratio of mean over standard error (Fig. 6b). The outliers may involve cross-spectrum of earthquakes coda or strong oceanic storms, which have different spectral density compared with the regular noise energy. Therefore, it is better to exclude outliers before estimating standard errors from stacked cross-spectrum. The joint distribution of the real and imaginary parts of the cross-spectrum at 0.24 Hz after outlier removal (Fig. 6c) indicates that the real and the imaginary parts do not show visible correlation and have similar variance. These results are consistent with the pseudo-variance results when comparing eq. (5) with eq. (B1).
Outliers for each frequency can be identified based on MAD in a similar way as in Figs 6(a) and (b). The identified outliers for each frequency can then be associated with their respective noise window. For each window, the percentage of outliers over all frequencies in the frequency passband of interest is an indicator of the amount of abnormal signal within the window. We select windows with maximum 5 per cent outliers over all frequencies between 0.05 and 0.6 Hz for stacking. The 115 661 selected windows produce the same number of observations of random cross-spectra curves (Fig. 6d) while the 46 589 unselected (outlier) windows give random cross-spectra curves of different statistics (Fig. 6e). A simple stack of the selected windows produces cross-spectra with associated standard errors computed from the distribution of cross-spectrum at each frequency (Fig. 6f). Similarly, Fig. 6(g) shows the stacked cross-spectra for outlier windows, which presents very different mean values and standard errors at all frequencies within the passband since the outlier windows follow different statistics. The stacked cross-spectra curves derived from both selected windows and outlier windows have characteristic peak at 0.15 Hz due to the secondary ocean microseismic peak, and the amplitude of the spectrum decays quickly above that peak frequency. The cross-spectra curve derived from outlier windows has a smaller peak near 0.07 Hz, probably due to the primary microseismic peak.

Dividing the stacked cross-spectrum by its standard error, the normalized cross-spectrum has a unit variance. This procedure is connected to the approach of Aki (1957) because the standard error is theoretically proportional to the square root of the product of power spectrums on two stations (eq. 4), which is the denominator in the normalization formula of Aki (1957). This normalization produces cross-spectra curve with white additive noise and more evenly distributed energy within the frequency band, which is helpful for frequency domain Hilbert transform (better satisfy the condition for Bedrosian’s theorem) or isolating/windowing fundamental mode surface wave packet in time domain. Because of the strong variation of the ambient noise power spectra due to ocean microseismic peaks, we normalize the stacked cross-spectrum by its standard error before Hilbert transform and multiply back the standard error after Hilbert transform. The normalized cross-spectra curve for selected windows stack (Fig. 6h) shows higher SNRs than that for outlier windows (Fig. 6i).

The time and frequency domain SNR images of the causal part cross-correlation amplitude (Figs 7a and b, respectively) are computed in the same way as in the synthetic test. The colour scale represents the SNR values. Only the selected windows within the number of days are used for stacking. The time domain SNR values are measured with the same Gaussian filter and noise window parameters as in the synthetic test. The time domain SNR analysis shows increasing SNR values at multiple frequencies with increasing number of days, but the values are unstable and get saturated (stop increasing after certain number of days) at some frequencies. In contrast, the frequency domain SNR analysis shows consistently increasing SNR with number of days at multiple frequencies. Both images show generally similar peak frequencies of SNR values, suggesting multiple noise sources at different frequencies other than the main ocean microseismic peak. However, the relative amplitudes of the peaks are different for time and frequency domain SNR figures.

By slicing both SNR images at three different frequencies (0.15, 0.20 and 0.32 Hz), the corresponding SNR values are plotted as functions of number of days in Figs 7(c) and (d) for time and frequency domain SNR, respectively. At 0.15 and 0.32 Hz, the SNR values increase with number of days because they correspond to the noise peaks in Figs 7(a) and (b). At 0.20 Hz, however, the SNR stops increasing beyond 35 d probably because of a gap between two noise sources in which the noise random process is highly non-stationary. By slicing the SNR images in Figs 7(a) and (b) at three different day counts, we plot in Figs 7(c) and (f) SNR functions of centre frequency for time and frequency domain SNR measurements, respectively. For 5 d stacking, the time domain SNR show anomalous peak near 0.14 Hz (also in Fig. 7a), probably because the wave packet peak is not well defined due to the actual low SNR value (the maximum after 5 d is only 40). For 125 and 250 d of stacking, the time domain SNR show similar patterns and SNR values but at some frequencies (e.g. 0.14 Hz, 0.24 Hz) the SNR values get saturated while at some other frequencies (e.g. 0.3, 0.52 Hz) the SNR values keep increasing up to 250 d.

For frequency domain SNR (Fig. 7f), all three SNR curves for 5, 125 and 250 d show similar patterns of peaks and troughs at different frequencies and progressive increase in SNR values as the number of stacked days increases. These results show more stable SNR estimates.
Figure 6. (a) Raw distribution of 162,250 real part cross-spectrum observations from same number of windows at 0.24 Hz for station pair CHF-SBB2. (b) Distribution of real part cross-spectrum (154,137 observations) for CHF-SBB2 after outlier removal. (c) Joint distribution of real and imaginary parts of cross-spectrum for CHF-SBB2 after outlier removal. (d) First 2000 cross-spectra curves from 115,661 selected windows. (e) First 2000 cross-spectra curves from 46,589 outlier (unselected) windows. (f) Stacked cross-spectra of CHF-SBB2 for selected windows (115,661 windows). Standard deviation curve for real part cross-spectra is plotted in black dashed line. (g) Stacked cross-spectra of CHF-SBB2 for outlier windows (46,589 windows). Note the difference below 0.1 Hz. (h) Normalized cross-spectra of CHF-SBB2 for selected windows. The variance of cross-spectrum at each frequency is normalized to one. (i) Normalized cross-spectra of CHF-SBB2 for outlier windows with unit variance.
Figure 7. (a) and (b) are SNR convergence images of causal part cross-correlation amplitude for 250 d estimated in time and frequency domains, respectively. Only selected windows (defined in Fig. 6f) are used. SNR is defined as amplitude divided by corresponding square-root of variance. (c) and (d) are SNR convergence curves sliced at different frequencies (0.15, 0.20, 0.32 Hz) for time and frequency domain measurements, respectively. (e) and (f) are SNR versus frequency curves sliced at different days (5, 125, 250 d) for time and frequency domain measurements, respectively.
Figure 8. Block bootstrap (hourly block) estimation of empirical confidence intervals of 250-d stacked cross-spectrum for CHF-SBB2. (a) Temporal correlation of noise revealed by autocorrelation of real part cross-spectrum from different windows. At 0.16 Hz, there is weak correlation ∼0.07; at 0.20 Hz, there is nearly zero correlation (<0.01). (b) Histograms of bootstrap averaged real part cross-spectrum at 0.16 Hz and 0.24 Hz, respectively. The bootstrap standard deviation provides estimation for the uncertainty of stacked cross-spectra. (c) Ratio of real/imaginary part block bootstrap standard deviation (more realistic) over standard error (assuming i.i.d observations from different windows). Bootstrap method suggests larger variance between 0.05 and 0.2 Hz due to temporal correlation. The ratio approaches to one for frequency between 0.2 and 0.6 Hz. (d) SNR convergence image of causal part cross-correlation computed using hourly block bootstrap resampling. Because of temporal correlation, the bootstrap SNR between 0.05 and 0.2 Hz are lower than the frequency domain SNR based on standard error (Fig. 7b).

We estimate the correlation between different noise windows by computing the autocorrelations of the real part cross-spectrum values for two different frequencies (Fig. 8a). The temporal correlation among windows can add extra cross-window (non-zero covariance) terms in calculating standard error for real and imaginary parts of stacked cross-spectrum. As a result, temporal correlation of cross-spectrum values from different time windows will increase the variance of stacked cross-spectrum. As shown on Fig. 8(a), the correlation coefficient is around 0.07 at 0.16 Hz from offset of 1 window to 49 windows, which suggest weak temporal correlation longer than one and half hours (49 windows offset with 100 s window length and 20 s gap). At 0.20 Hz, however, the real part of the cross-spectrum is not correlated (correlation coefficient ±0.01 or less). For higher frequencies (between 0.2 and 0.6 Hz), the cross-spectrum value does not show temporal correlations among different windows.

An hourly block bootstrap method is applied as an independent way to estimate the empirical confidence interval for the cross-spectrum derived from the same selected windows (115 661) for pair CHF-SBB2 as in the previous SNR example. The purpose of hourly block bootstrap is to capture some temporal correlation among the neighbouring windows if they exist. For each one-hour block, cross-spectra curves from all selected windows within the block are averaged. Bootstrap resampling is applied by randomly pick the same number of blocks from available 1 hr blocks with replacement. At each frequency, a bootstrap mean cross-spectrum observation is computed by averaging randomly drawn block cross-spectrum values. There are 4000 bootstrap averaged cross-spectrum observations (Fig. 8b) and the standard deviation of these observations approximates the uncertainty of the stacked cross-spectrum. The bootstrap histograms (Fig. 8b) approach to Gaussian distribution that confirm with the statistical property of stacked cross-spectrum in theory.

The ratio of 250-d block bootstrap standard deviation over standard error (which implicitly assumes i.i.d windows) for the real and imaginary parts of cross-spectra are plotted in Fig. 8(d). The ratio for both real and imaginary parts are approaching to one above 0.2 Hz, suggesting that the standard error based on the assumption of N i.i.d cross-spectrum observations at the same frequency from different windows offers reliable estimation of the data variance between 0.2 and 0.6 Hz. The ratio for the real and imaginary parts between 0.05 and 0.2 Hz show significant oscillation between 2.1 and 1 with downward trending, consistent with the fact that the cross-spectrum within this frequency range corresponds to weak temporal correlations among windows (Fig. 8a).
Figure 9. Phase and amplitude random errors (1σ) of cross-spectra based on block bootstrap resampling of 11 5661 selected windows. The error estimations below 0.2 Hz are less accurate due to temporal correlation. (a) Phase error curve of real part cross-spectra. (b) Phase traveltime error. (c) Phase velocity dispersion curve with 1σ confidence intervals. (d) Relative error in phase velocity. (e) Causal part amplitude cross-spectra with error bars. (f) Zoom-in version of causal part amplitude cross-spectra in panel (e).

Applying block bootstrap to different number of days (1–250), the mean and standard deviation of bootstrap distribution for stacked cross-spectrum value can be easily computed with increasing number of days and the SNR for the causal part cross-spectrum can be derived (Fig. 8d) in a similar way as frequency domain SNR based on eq. (12) by replacing standard error with bootstrap error. For frequency above 0.2 Hz, the bootstrap SNRs (Fig. 8d) are similar (very close) to the frequency domain SNR values (Fig. 7b) based on standard error, assuming i.i.d cross-spectrum observations at each frequency from different windows. For frequency between 0.05 and 0.2 Hz, however, the SNR values derived from bootstrap are evidently lower (~20 per cent less) than the values in Fig. 7b based on standard error, indicating temporal correlation among the windows that increase the variance within this frequency range. Because the temporal correlation at some frequency (e.g. 0.16 Hz) is greater than one hour, applying block bootstrap with longer block length can better capture the temporal correlation at this frequency and therefore further increase the variance and reduce the corresponding SNR value.

The phase error curve (Fig. 9a) is derived directly from the bootstrap variance of the real part of stacked cross-spectrum according to eq. (13). The maximum phase error (1σ) is 0.11 radians, which is much less than phase angle period 2π. This indicates that the phase angle can be reliably unwrapped without 2π ambiguities. Following similar procedure as in numerical simulation (Section 3), the phase traveltime uncertainty can be estimated directly from the phase error. Assuming straight ray path, the phase angle errors can be mapped into phase velocity uncertainties (Figs 9c and d) and the largest uncertainty is 0.4 per cent velocity variation within 1σ interval. The causal part amplitude cross-spectrum (Figs 9e and f) is estimated based on eq. (11) and the corresponding confidence interval is computed based on the variance values of the real and imaginary parts of cross-spectrum in eq. (12). The amplitude errors below 0.2 Hz are underestimated because of temporal correlation of noise. By comparison with the bootstrap SNR figure (Fig. 8d), high SNR indicate reliable estimation of causal part cross-spectrum amplitude.
5 APPLICATION TO DENSELY SPACED STATIONS WITH HIGH FREQUENCY DATA

As an additional illustration, we compute noise cross-correlations using data recorded by three stations JF00-JFS1-JFS2 of a dense linear array (JF) across the San Jacinto fault separated by about 20 m (Fig. 10a). The cross-correlation functions of first 10 d in the year 2012 are plotted in Fig. 10(b). Evenly spaced windows with length of 10 s and gap of 1 s are used to compute cross-spectra curves within the frequency range of 10–50 Hz. Because of the high variability of the noise intensity at high frequency (Ben-Zion et al. 2015), we select only 1 d (the second day) of 2012 and compute cross-spectra for station pair JF00-JFS1. The histogram of the real part cross-spectrum at 21 Hz with 7332 observations from same number of windows (Fig. 10c) has a ratio of mean over standard error of 3.22. After removing the outliers according to 3 MAD value and zooming in around the selected observations (windows), the new distribution (Fig. 10d) of real part cross-spectrum with 7185 observations has a higher ratio of mean over standard error of 13.14. A selected window should contain no more than 5 per cent of outliers from all frequencies within 10–50 Hz. There are 6220 selected windows that produce different cross-spectra curves (Fig. 10e). Therefore, the raw stacked cross-spectra before outlier removal (Fig. 10g) have more fluctuations and larger error bars relative to spectral...
amplitude than the stacked cross-spectra after outlier removal (Fig. 10h). There is an anomalous peak at 20 Hz in Fig. (10h), which might be related to some monochromatic local noise source at the same frequency.

Figs 11(a) and (b) compare the amplitude SNR values based on raw stacked (with outliers) cross-spectra and outlier-removed cross-spectra obtained from causal part (and anticausal part) of 1-d stacked cross-spectra for pair JF00-JFS1. After outlier removal, the SNR of causal part amplitude is 4–10 times greater than that before outlier removal between 17 and 45 Hz (Fig. 11a). For anticausal part amplitude, the outlier-removed SNR is 4–10 times better than outlier-included SNR between 10 and 23 Hz (Fig. 11b). In addition, after outlier removal the anticausal amplitude SNR decays faster than the causal amplitude SNR, suggesting that different source/scattering/propagation mechanisms for noise coming from two opposite directions may affect the amplitude SNR differently.

The outliers also affect phase velocity retrieved from 1-d stack of cross-spectra for the pair JF00-JFS1. The phase random errors (Fig. 11c) estimated from real part of stacked cross-spectra (Fig. 10g) with outliers are ∼4 times greater than those without outliers and show spikes greater than $\pi/4$ at 27, 32–35 and 38 Hz, which may cause phase unwrapping ambiguities. Based on phase error information, the phase traveltime error (Fig. 11d) and phase velocity error (Fig. 11f) can be derived following the same way as in numerical simulation (Section 3). The phase velocity dispersion curves based on stacked cross-spectra with and without outliers show 1–4 per cent discrepancy between 11 and 20 Hz (Fig. 11e), which is probably due to systematic errors brought by outliers across different frequencies.

The outliers also affect phase velocity retrieved from 1-d stack of cross-spectra for the pair JF00-JFS1. The phase random errors (Fig. 11c) estimated from real part of stacked cross-spectra (Fig. 10g) with outliers are ∼4 times greater than those without outliers and show spikes greater than $\pi/4$ at 27, 32–35 and 38 Hz, which may cause phase unwrapping ambiguities. Based on phase error information, the phase traveltime error (Fig. 11d) and phase velocity error (Fig. 11f) can be derived following the same way as in numerical simulation (Section 3). The phase velocity dispersion curves based on stacked cross-spectra with and without outliers show 1–4 per cent discrepancy between 11 and 20 Hz (Fig. 11e), which is probably due to systematic errors brought by outliers across different frequencies.

Phase velocity curves with confidence intervals (Fig. 12) are estimated from the stacked cross-spectra of first month in year 2012. The one-month stack of the pair JF00-JFS1 yields much smaller phase velocity errors (Figs 12a and b) compared to the phase velocity errors from the second day of 2012. The spikes in the phase velocity error (Fig. 12b) with outliers are also reduced on the one-month stacked data. After outlier removal, however, the phase velocity errors associated with different frequencies are reduced by a factor of 2–6. The phase velocity error curves for two additional pairs, JF00-JFS2 (Figs 12c and d) and JFS1-JFS2 (Figs 12e and f) show improved phase error estimations and less spikes after outlier removal.

Figure 11. Amplitude SNR and phase random error based on 1-d stack of cross-spectra of JF00-JFS1. For each panel, the information derived from raw stack of cross-spectra with outliers are in blue and those from stacked cross-spectra without outliers are in red. (a) Causal part amplitude SNR. (b) Anticausal part amplitude SNR. (c) Phase error. (d) Phase traveltime error derived based phase error. (e) Phase velocity curves. (f) Phase velocity relative error.
6 DISCUSSION

Analysis of random errors in ambient noise cross-correlation can provide important information on the deviation of the stacked noise cross-correlation of finite amount of data from the expected cross-correlation, which is linked through time derivative to the empirical Green’s function. We develop a formulation to estimate the variances of stacked cross-spectrum at each frequency by calculating standard or bootstrap errors from cross-spectrum values of evenly spaced non-overlapping windows at the corresponding frequency. The variance values for phase and amplitude cross-spectrum are derived from variances of real and imaginary parts of stacked cross-spectrum. From phase angle uncertainty, phase traveltime and phase velocity random errors can be easily derived, which can help to better constrain uncertainties in phase velocity temporal changes and in phase velocity tomography studies. In addition, these theoretical results can be used for uncertainty estimations of amplitude spectra for either causal or anti-causal part of cross-correlation. Such amplitude uncertainties may help inferring attenuation coefficients or site amplifications with confidence intervals, which is a key ingredient in future noise-based attenuation tomography (Liu et al. 2015).

This work complements previous studies on time domain noise cross-correlation. These studies (e.g. Snieder 2004; Sabra et al. 2005a) state that the variance of noise is proportional to the product of two autocorrelations at two stations and inversely proportional to the length of noise recording. However, real ambient noise data are not stationary and contain earthquakes and other transient signals, leading to complex pre-processing and segment cuttings steps (e.g. Bensen et al. 2007; Seats et al. 2012; Zigone et al. 2015), which make the time domain variance formulae less practical. The time domain noise variance is commonly estimated from coda of stacked noise cross-correlation, while the frequency domain noise variance can be derived directly from the standard error of numerous i.i.d cross-spectrum observations at the same frequency in different windows, which uses more information from the observations. The variance of stacked cross-spectrum at each frequency is easier to derive and can provide more information than the time domain variance, as it is a statistical quantity based on the distribution of i.i.d cross-spectrum observations and can be validated using power spectrum functions in the eq. (4).

Figure 12. Phase velocity and relative phase velocity random error based on 1-month stack of cross-spectra for three station pairs in JF00-JFS1-JFS2. For each panel, the information derived from raw stack of cross-spectra with outliers are in blue and those from stacked cross-spectra without outliers are in red. (a) and (b) are phase velocity and corresponding relative error on JF00-JFS1. (c) and (d) are phase velocity and corresponding relative error on JF00-JFS2. (e) and (f) are phase velocity and corresponding relative error on JFS1-JFS2.
At the same frequency, the cross-spectrum observations from non-overlapping time windows are assumed i.i.d., which is a valid assumption for stationary noise data provided that the gap between two windows is greater than the noise autocorrelation width. The independence of those values can be verified by computing autocorrelation of either real or imaginary part of the cross-spectrum sequence from different windows. As mentioned, real ambient noise is not a stationary random process and non-stationary noise can increase the stacked cross-spectrum variance, thereby reducing the SNR.

Numerical simulation with 25-d stationary noise produced from Gaussian noise model are used to study statistical properties of stacked cross-spectrum under ideal conditions. As can be inferred from the histograms of real and imaginary parts cross-spectrum observations at the same frequency from non-overlapping windows (Fig. 1e), the distribution of cross-spectrum is not Gaussian although it is a product of two Gaussian random variables. By increasing the number of observations, the distribution remains the same (due to the stationary property) but the standard error decreases and the distribution of stacked cross-spectrum approaches to Gaussian.

Effects of two pre-processing techniques, one-bit normalization and pre-whitening, are compared to the case without pre-processing normalization in terms of distribution of random cross-spectrum observations and causal part amplitude decay. The results show that both pre-processing methods modify the distribution of cross-spectrum values and increase the standard errors by \(\sim 15\) per cent (decrease the SNRs) relative to their corresponding amplitude mean values. In addition to larger amplitude errors, the pre-whitening also modifies the shape of the amplitude decay curve (Fig. 3f), preventing accurate attenuation estimations based on amplitude information. Together, these results highlight the strong influence of the pre-processing procedures on the estimation of any amplitude related quantities. The proposed methodology allows assessing the discrepancy of amplitude estimations between different pre-processing methods with confidence intervals. Such information can potentially provide guidelines for attenuation tomography and site amplification factor estimations.

In ambient noise cross-correlation study, the SNR convergence provides important information on the data quality of cross-spectrum at different frequency. The stacked cross-spectrum function also has information about SNR at its peaks but not at other frequencies. The time domain SNR estimates are less stable than their frequency domain equivalents in our numerical simulation, and the time domain SNR is non-unique depending on the narrowband filter width and coda noise window definition (e.g. Sabra et al. 2005a,b; Zigone et al. 2015).

The distribution of cross-spectrum of real data contains outliers that could be removed to enhance SNR. The outliers may correspond to clipped amplitudes, small earthquakes, earthquake coda waves or other transient signals with different statistics. By removing the outlier windows, the SNR can potentially be improved according to eq. (21) because the outliers have very different means and standard errors than the collection of selected windows. Converged cross-spectra at two stations with lower SNR can be obtained from outlier windows of regional array CHF-SBB2, as most of the outliers are likely from scattered earthquake coda waves or tremor/ocean storm which may correspond to higher noise amplitude. This method can potentially help to identify those various activities leading to outliers that can bias the estimations of empirical Green’s function from noise cross-correlation.

The SNR convergence image for causal part amplitude of station pair CHF-SBB2 shows peaks and troughs of SNR values at different frequencies. The troughs are probably due to gaps among different noise sources and should be excluded from cross-correlation amplitude estimations. The time domain SNR convergence image is again less stable than the frequency domain SNR image. However, for frequency below 0.2 Hz, the time domain SNR image suggests that the SNR should be relatively lower than predicted by the frequency domain SNR image because of the temporal correlation in ambient seismic noise data at these frequencies.

One potential problem of the error analysis assuming i.i.d cross-spectrum values from different windows is temporal correlation of the noise between 0.05 and 0.2 Hz, probably related to the ocean microseismic peaks (primary at \(\sim 0.06\) Hz and secondary at \(\sim 0.15\) Hz). We apply hourly block bootstrap method (end of Section 4) to account for temporal correlation of the noise and achieve more realistic estimation for the cross-spectrum error that increases due to temporal correlation between 0.05 and 0.2 Hz. We note that the temporal correlation time scale can be several hours for cross-spectrum values around the ocean microseismic peaks, and longer block for bootstrap should be used to capture this temporal correlation for more accurate variance estimation at those frequencies. For cross-spectrum between 0.2 and 0.6 Hz, the temporal correlation is close to zero (<0.01) and the bootstrap standard deviation converges to the standard error that assumes i.i.d cross-spectrum observations from different windows. The frequency band of temporal correlation coincides with correlated neighbouring frequency band (0.07–0.2 Hz) near the secondary ocean microseismic peak (Liu & Ben-Zion 2016), which contains non-diffuse noise components. Another limitation of this paper is that it only discusses random errors of statistical quantity (e.g. the variance of stacked cross-spectrum) with respect to its expectation. We do not estimate any systematic bias of the expectation of a statistical estimator from the true physical quantity (e.g. the analysis does not consider small phase shift in the stacked cross-spectrum due to strong directional far-field noise sources).

Based on the bootstrap cross-spectrum variances, the phase velocity uncertainty for 250-d stack on selected windows is less than 0.23 per cent for frequency between 0.15 and 0.6 Hz. To understand temporal variations of phase velocity at different frequencies by stacking fewer number of days, the variation of phase velocity should be statistically significant compared to phase velocity uncertainty to claim temporal change of phase velocity at certain frequency. The phase uncertainty can be reduced in time domain by applying a narrow-band Gaussian filter because wider filter bandwidth can increase the time domain SNR (e.g. Snieder 2004; Sabra et al. 2005a; eq. 17 in this paper).

Error analysis is also applied to high frequency (10–50 Hz) noise cross-correlations in the San Jacinto fault zone with inter-station distance of \(\sim 20\) m. A shorter window length (10 s) is used due to the high frequency content and small distance. The results of 1-d stack suggest that after outlier removal, the amplitude SNRs of stacked cross-spectra are improved by a factor of 4–10 and phase velocity uncertainties are reduced to \(\sim 1/4\) with less fluctuations. Because of the high variability of high frequency noise intensity over time, the error estimation for multiple days stacking is more difficult than for regional data and we only show phase velocity results with confidence intervals for one-month
The present error analysis method is promising for analysing the variances of stacked noise cross-correlation data at various scales and frequencies with applications to amplitude (attenuation/site amplification) and phase (velocity/traveltime) results. More work is needed to account for the strong variability of the high frequency noise intensity with time. One possibility of addressing this is using a weighted average of daily/hourly cross-spectrum assuming piecewise stationary noise as suggested in Section 2.4. This issue and additional related work are left for a future study.
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APPENDIX A: DERIVATION OF VARIANCE AND PSEUDO-VARIANCE OF STACKED CROSS-SPECTRUM

The variance of the stacked cross-spectrum \( R_{ab}^N(\omega) \) is by definition

\[
\text{Var} \left[ R_{ab}^N(\omega) \right] = E \left[ R_{ab}^N(\omega) R_{ab}^N(\omega) \right] - E \left[ R_{ab}^N(\omega) \right] E \left[ R_{ab}^N(\omega) \right].
\]

(A1)

Combined with eq. (2), the correlation of stacked cross-spectrum is

\[
E \left[ R_{ab}^N(\omega) R_{ab}^N(\omega) \right] = E \left[ \frac{1}{N} \sum_{n=1}^{N} d_{a}^{n*}(\omega) d_{p}^{n}(\omega) \right] \frac{1}{N} \sum_{p=1}^{N} d_{b}^{p*}(\omega) d_{b}^{p}(\omega)
\]

\[
= \frac{1}{N^2} \sum_{n=1}^{N} E \left[ d_{a}^{n*}(\omega) d_{a}^{n}(\omega) \right] \sum_{p=1}^{N} E \left[ d_{b}^{p*}(\omega) d_{b}^{p}(\omega) \right]
\]

\[
+ \frac{1}{N^2} \sum_{n=1}^{N} E \left[ d_{a}^{n*}(\omega) d_{b}^{n}(\omega) \right] E \left[ d_{b}^{n*}(\omega) d_{b}^{n}(\omega) \right].
\]

(A2)

Normally, the expectation of the product of four Gaussian random variables in eq. (A2) is equal to the sum of three terms of second-order moments of Gaussian processes. One of the three terms regarding the convolution of noise recordings on stations \( a \) and \( b \) is equal to zero.

Substituting eq. (A2) back into eq. (A1), we get the variance of the stacked cross-spectrum:

\[
\text{Var} \left[ R_{ab}^N(\omega) \right] = \frac{N^2}{N^2} C_{ab}(\omega) C_{ab}(\omega) + \frac{1}{N^2} A_{aa} A_{ab} - C_{ab}(\omega) C_{ab}(\omega) = \frac{1}{N^2} A_{aa} A_{ab},
\]

(A3)

where the expected power spectrum on station \( a \) is \( A_{aa} = E[d_a^2(\omega) d_a(\omega)] \) and it takes a similar form on station \( b \).

The pseudo-variance of the stacked cross-spectrum is defined as

\[
\text{pVar} \left[ R_{ab}^N(\omega) \right] = E \left[ \left( R_{ab}^N(\omega) - E \left[ R_{ab}^N(\omega) \right] \right)^2 \right].
\]

(A4)

and similarly, when combined with eq. (2), the pseudo-correlation is

\[
E \left[ R_{ab}^N(\omega) R_{ab}^N(\omega) \right] = E \left[ \frac{1}{N} \sum_{n=1}^{N} d_{a}^{n*}(\omega) d_{a}^{n}(\omega) \right] \frac{1}{N} \sum_{p=1}^{N} d_{b}^{p*}(\omega) d_{b}^{p}(\omega)
\]

\[
= \frac{1}{N^2} \sum_{n=1}^{N} E \left[ d_{a}^{n*}(\omega) d_{a}^{n}(\omega) \right] \sum_{p=1}^{N} E \left[ d_{b}^{p*}(\omega) d_{b}^{p}(\omega) \right]
\]

\[
+ \frac{1}{N^2} \sum_{n=1}^{N} E \left[ d_{a}^{n*}(\omega) d_{b}^{n}(\omega) \right] E \left[ d_{b}^{n*}(\omega) d_{b}^{n}(\omega) \right].
\]

(A5)

Substituting eq. (A5) back into eq. (A4), we get the pseudo-variance of the stacked cross-spectrum:

\[
\text{pVar} \left[ R_{ab}^N(\omega) \right] = \frac{N^2}{N^2} C_{ab}(\omega) C_{ab}(\omega) + \frac{1}{N^2} C_{ab}(\omega) C_{ab}(\omega) - C_{ab}(\omega) C_{ab}(\omega) = \frac{1}{N^2} C_{ab}(\omega) C_{ab}(\omega).
\]

(A6)

APPENDIX B: DERIVATIONS FOR ERRORS OF AMPLITUDE AND PHASE FROM THE SECOND MOMENT STATISTICS OF THE STACKED CROSS-SPECTRUM

Based on eq. (6), variance and pseudo-variance of stacked cross-spectrum can be related to the standard errors of its real and imaginary parts,

\[
\text{Var} \left[ R_{ab}^N(\omega) \right] = E \left[ n_C(\omega) n_C(\omega) \right] = \sigma_R^2(\omega) + \sigma_I^2(\omega)
\]

\[
p\text{Var} \left[ R_{ab}^N(\omega) \right] = E \left[ n_C(\omega) n_C(\omega) \right] = \sigma_R^2(\omega) - \sigma_I^2(\omega) + i 2E \left[ n_R(\omega) n_I(\omega) \right]
\]

(B1)
where $\sigma_R^2(\omega)$ and $\sigma_I^2(\omega)$ are variances for the real and imaginary parts of stacked cross-spectrum, respectively. Combining eq. (B1) with eq. (5), we have

$$2\text{E} [n_R(\omega) n_I(\omega)] = \text{Im} \left[ \frac{1}{N} C_{\omega h}(\omega) C_{\omega h}(\omega) \right]$$  \hspace{1cm} (B2)

which means that $n_R(\omega)$ and $n_I(\omega)$ are weakly correlated.

Next the variance of causal part estimator is

$$4\text{Var} [\hat{\alpha}(\omega)] = \text{E} [\hat{n}_R(\omega) - i\hat{n}_I(\omega)]^2$$

$$= \text{E} [n_R(\omega) + i Hn_R(\omega) - i [n_I(\omega) + i Hn_I(\omega)]]^2$$

$$= \text{E} [n_R^2(\omega) + Hn_R^2(\omega) + 2n_R(\omega) Hn_I(\omega) + Hn_R^2(\omega) + n_I^2(\omega) - 2Hn_R(\omega) n_I(\omega)]$$

$$= 2\text{E} [n_R^2(\omega)] + 2\text{E} [n_I^2(\omega)] = 2 \left[ \sigma_R^2(\omega) + \sigma_I^2(\omega) \right]$$  \hspace{1cm} (B3)

where the cross terms have no linear correlations due to the Hilbert transform (see Appendix C): $\text{E}[2n_R(\omega) Hn_I(\omega)] = 0$ and $\text{E}[2Hn_R(\omega) n_I(\omega)] = 0$. The Hilbert transform also preserves the distribution of the zero-mean random variables $n_R(\omega)$ and $n_I(\omega)$ if they are white noises, which can be achieved by normalizing the stacked cross-spectrum at each frequency by its standard error (e.g. Aki 1957).

If the noise terms on the stacked cross-spectrum function are not white, the distributions of Hilbert transform of $n_R(\omega)$ and $n_I(\omega)$ are only approximately the same as those of $\hat{n}_R(\omega)$ and $\hat{n}_I(\omega)$. The variance for anticausal part estimator can be derived in a similar way,

$$4\text{Var} [\hat{\beta}(\omega)] = \text{E} [\hat{n}_R(\omega) + i\hat{n}_I(\omega)]^2$$

$$= \text{E} [n_R(\omega) + i Hn_R(\omega) + i [n_I(\omega) + i Hn_I(\omega)]]^2$$

$$= \text{E} [n_R^2(\omega) + Hn_R^2(\omega) - 2n_R(\omega) Hn_I(\omega) + Hn_R^2(\omega) + n_I^2(\omega) + 2Hn_R(\omega) n_I(\omega)]$$

$$= 2\text{E} [n_R^2(\omega)] + 2\text{E} [n_I^2(\omega)] = 2 \left[ \sigma_R^2(\omega) + \sigma_I^2(\omega) \right].$$  \hspace{1cm} (B4)

The phase angle information can be derived from the analytic form of the real part of stacked cross-spectrum $\hat{R}_R^\omega(\omega)$ in eq. (9),

$$\tan \phi(\omega) = \frac{\text{Im} \hat{R}_R^\omega(\omega)}{\text{Re} \hat{R}_R^\omega(\omega)} = \frac{\text{Im} \hat{C}_{\omega h, R}(\omega) + Hn_R(\omega)}{\text{Re} \hat{C}_{\omega h, R}(\omega) + n_R(\omega)}.$$  \hspace{1cm} (B5)

The random variables on the right-hand side are $n_R(\omega)$ and its Hilbert transform $Hn_R(\omega)$, which are not correlated (according to Appendix C).

The phase variance can be estimated with error propagation equation,

$$\sigma^2_\phi(\omega) = \left( \frac{\partial \phi}{\partial n_R} \right)^2 \sigma^2_{n_R}(\omega) + \left( \frac{\partial \phi}{\partial Hn_R} \right)^2 \sigma^2_{Hn_R}(\omega).$$  \hspace{1cm} (B6)

Evaluating partial derivatives in eq. (B6) and knowing $n_R(\omega)$ has the same variance with its Hilbert transform $Hn_R(\omega)$, the phase variance becomes,

$$\sigma^2_\phi(\omega) = \frac{\sigma^2_{\hat{\alpha}}(\omega)}{[\hat{\alpha}(\omega) + \hat{\beta}(\omega)]^2}$$  \hspace{1cm} (B7)

where $\hat{\alpha}(\omega) + \hat{\beta}(\omega) = |\hat{R}_R^\omega(\omega)|$ is simply the envelope of the real part of stacked cross-spectrum. Eq. (B7) can be viewed intuitively as inverse square of SNR of the real part stacked cross-spectrum.

Following similar approaches, the phase variances for causal and anticausal parts are, respectively,

$$\hat{\alpha}^2_\phi(\omega) = \frac{\sigma^2_{\hat{\alpha}}(\omega) + \sigma^2_{\hat{\beta}}(\omega)}{[\hat{\alpha}(\omega)]^2} / 4$$

$$\hat{\beta}^2_\phi(\omega) = \frac{\sigma^2_{\hat{\alpha}}(\omega) + \sigma^2_{\hat{\beta}}(\omega)}{[\hat{\beta}(\omega)]^2} / 4.$$  \hspace{1cm} (B8)

**APPENDIX C: LINEAR CORRELATION BETWEEN NOISE AND ITS HILBERT TRANSFORM IN FREQUENCY DOMAIN**

Suppose there are two zero-mean real random functions $X(f)$ and $Y(f)$ in frequency domain. The covariance function of them is a delta function,

$$C_{XY}(f_1, f_1 + \Delta f) = D_{XY}(f_1) \delta_D(\Delta f),$$  \hspace{1cm} (C1)
which is equivalent to a diagonal covariance matrix in discrete frequency case. The amplitude of the delta function is scaled by a real function $D_{XY}(f_i)$.

The covariance function is simply defined as

$$ C_{XY}(f_i, f_i + \Delta f) = E[X^*(f_i) Y(f_i + \Delta f)] = E \left[ \int_{-\infty}^{\infty} x^*(t) \exp(i2\pi f_i t) dt \int_{-\infty}^{\infty} y(t') \exp[-i2\pi (f_i + \Delta f) t'] dt' \right] $$

$$ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E \left[ x^*(t) y(t') \right] \exp \left[ i2\pi f_i (t - t') \right] \exp \left[-i2\pi \Delta f t' \right] dt dt' $$

$$ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} E \left[ x^*(t' + w) y(t') \right] \exp \left[ i2\pi f_i w \right] d w \right\} \exp \left[-i2\pi \Delta f t' \right] dt', \quad (C2) $$

where the new variable $w$ is defined as $w = t - t'$. Here $x(t)$ and $y(t)$ are inverse Fourier transforms of $X(f)$ and $Y(f)$, respectively. Combining eqs (C1) and (C2), we have

$$ D_{XY}(f_i) = \int_{-\infty}^{\infty} E \left[ x^*(t' + w) y(t') \right] \exp \left[ i2\pi f_i w \right] d w, \quad (C3) $$

which is a real function of frequency $f_i$.

The Hilbert transform of $Y(f)$ is, $HY(f) = H[Y(f)] = H[F[y(t)]] = F[-i\text{sgn}(t)y(t)]. \quad (C4)$

Therefore the covariance function of $X(f)$ and $HY(f)$ is,

$$ C_{XHY}(f_i, f_i + \Delta f) = E[X^*(f_i) HY(f_i + \Delta f)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E \left[ x^*(t) \right] (-i) \text{sgn}(t) \exp \left[ i2\pi f_i (t - t') \right] \exp \left[-i2\pi \Delta f t' \right] dt dt' $$

$$ = \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} E \left[ x^*(t' + w) y(t') \right] \exp \left[ i2\pi f_i w \right] d w \right\} (-i) \text{sgn}(t') \exp \left[-i2\pi \Delta f t' \right] dt' $$

$$ = D_{XY}(f_i) \int_{-\infty}^{\infty} (-i) \text{sgn}(t') \exp \left[-i2\pi \Delta f t' \right] dt' = 0. \quad (C5) $$

Therefore $X(f)$ and $HY(f)$ are not linearly correlated, which still holds if the noise covariance function $C_{XY}(f_i, f_i + \Delta f)$ is a real symmetric function of $\Delta f$. As a special case, $X(f)$ and $Y(f)$ can be the same function. Therefore, $X(f)$ and $HY(f)$ are not linearly correlated when condition in eq. (C1) holds.

**APPENDIX D: ESTIMATING NOISE AND SNR ON NARROW-BAND FILTERED CROSS-CORRELATION IN TIME DOMAIN**

Assuming the real part of the narrow-band filtered noise on the time domain cross-correlation is widely sense stationary, its correlation function is,

$$ R_{n,n}(\tau; \omega_0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{n,n}(\omega; \omega_0) \exp \left[ i\omega \tau \right] d \omega \quad (D1) $$

where $S_{n,n}(\omega; \omega_0)$ is the power spectral density of the noise narrow-band filtered at centre frequency $\omega_0$.

The real part of the narrow-band filtered noise term on time domain cross-correlation according to eq. (15) is

$$ n_{C,n}(t; \omega_0) = \text{Re} \left[ \exp \left( i\omega_0 t \right) \right] A(t) * n_C(t; \omega_0). \quad (D2) $$

Applying inverse Fourier transform to eq. (D2), the narrow-band filtered noise spectra are

$$ n_{C,n}(\omega; \omega_0) = \frac{1}{2} \left[ \hat{A}(\omega - \omega_0) + \hat{A}(\omega + \omega_0) \right] n_C(\omega_0). \quad (D3) $$
Its power spectral density is

$$S_{n,\text{fl}}(\omega; \omega_0) = \frac{1}{4} \left[ \tilde{A}_2^\ast (\omega - \omega_0) + \tilde{A}_2^\ast (\omega + \omega_0) \right] \mathcal{E} \left[ |n_{C}(\omega_0)|^2 \right].$$

(D4)

Substituting eq. (D4) back into eq. (D1), the correlation function can be evaluated as

$$R_{n,\text{fl}}(\tau; \omega_0) = \frac{1}{4\sqrt{2}} \left[ \exp (i\omega_0 \tau) A(\tau) + \exp (-i\omega_0 \tau) A(\tau) \right] \mathcal{E} \left[ |n_{C}(\omega_0)|^2 \right]$$

$$= \frac{1}{2\sqrt{2}} \cos (\omega_0 \tau) A(\tau) \left[ \sigma_0^2(\omega_0) + \sigma_f^2(\omega_0) \right].$$

(D5)

Assuming the noise on real time domain cross-correlation in eq. (D2) is an ergodic random process, the Mean-Square of it is

$$\text{MS}_{n,\text{TD}}(\omega_0) = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} |n_{C,\text{fl}}(t; \omega_0)|^2 \, dt = \mathcal{E} \left[ |n_{C,\text{fl}}(t; \omega_0)|^2 \right] = R_{n,\text{fl}}(\tau = 0; \omega_0).$$

(D6)

Based on eq. (D6), the Root Mean-Square (RMS) of the time domain noise is

$$\text{RMS}_{n,\text{TD}}(\omega_0) = \frac{1}{2} \sqrt{\frac{\sigma_0^2(\omega_0) + \sigma_f^2(\omega_0)}{\alpha \sqrt{2\pi}}}.$$  

(D7)

By taking the ratio of causal part envelope amplitude (from eq. 15) and RMS of real noise (eq. D7) on time domain cross-correlation, we arrive at the SNR of the causal part cross-correlation in time domain,

$$\text{SNR}_c(\omega_0) = \sqrt{\frac{1}{\alpha} \frac{\alpha(\omega_0)}{\sqrt{\sigma_0^2(\omega_0) + \sigma_f^2(\omega_0)}}}.$$  

(D8)

Similarly the SNR of the anticausal part cross-correlation in time domain is

$$\text{SNR}_\beta(\omega_0) = \sqrt{\frac{1}{\alpha} \frac{\beta(\omega_0)}{\sqrt{\sigma_0^2(\omega_0) + \sigma_f^2(\omega_0)}}}.$$  

(D9)

Beware that in realistic cases the cross-correlation between two receivers only have finite length (usually a little longer than the latest arrival; so the coda noise is not stationary and it decays towards both ends) and therefore the RMS noise estimation based on coda of cross-correlation can be much less than the theoretical RMS value in eq. (D7).